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Abstract

Accurate prediction of tool wear is one of the most important tasks in the machining domain. It not only helps to manage efficient maintenance of machine tools but also maximize the useful life of tools. However, there are limitations to existing methods, including that these cannot be used under multiple machining conditions, which is common practice in the domain. To address the multi-domain learning problem in tool wear prediction under various machining conditions, this work presents a novel method. In particular, a Bayesian learning-based feature extractor is proposed to learn domain-invariant representations. In addition, an adversarial learning approach is developed to lead the prediction model to learn domain-invariant features. Lastly, a mixture density network-based module is used to yield final tool wear predictions. Experiments that use datasets from real-world machining processes under multiple conditions prove the effectiveness of the proposed method. Compared to existing methods to data-driven tool wear prediction, the proposed method shows superior prediction performance.
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1. Introduction

• Manufacturing process
  • Additive manufacturing (i.e., 3D printing)
  • Casting
  • **Machining** (i.e., subtractive manufacturing)
    • High precision
    • Established theoretical analysis methods
    • Wide industrial applications (e.g., aerospace)
1. Introduction

- **Milling process**
  - High-level precision
  - End milling, slot milling, up/down milling, face milling
    - Rough machining, surface finish machining

- **Tool wear**
  - Surface quality degradation
  - Rapid tool breakage
  - Tool maintenance (e.g., replacement)
    - Domain knowledge-based

Impaired process and product quality
1. Introduction

• Tool wear prediction
  • Real-time estimation of ongoing tool wear $\rightarrow$ tool condition monitoring (TCM)
  • Advantages:
    • Efficient predictive maintenance strategies
    • Maximized available tool life and usage

• Difficulties:
  • Complexity of machining and tool dynamics
    • 1) analytically, 2) computationally
  • Real-world machining practices
  • Existence of *multiple machining conditions*
    • Different configurations of: cutting speed, material, lubricant type, etc.
    • For data-driven approaches, several issues arise;
      • Multi-domain data
      • Use of multiple independent predictive models
1. Introduction

• Proposal:
  • A universal model for tool wear prediction under multiple machining conditions

• Advantages:
  • Improved efficiency in model development and deployment

• Problems to be addressed:
  • Data from multiple machining conditions $\rightarrow$ multiple domains (data heterogeneity)
  • Inverse problem
    • Similar inputs corresponding to different output values (i.e., tool wear)
2. Preliminaries

• Data-driven tool wear prediction
  • Traditional approaches
    • Analytical solution-based, mechanistic approaches
    • Problems:
      • Requires high domain knowledge level, hinders online applications
  • Conventional data-driven approaches
    • Feature extraction + machine learning (ML)-based predictive models
  • Deep learning (DL)-based approaches
    • Multivariate time-series data as inputs $\rightarrow$ regression
    • Popular architecture types:
      • Convolutional neural network (CNN)
      • Recurrent neural network (RNN)
      • Transformer
2. Preliminaries

- **Multi-domain learning (MDL)**
  - Different machining conditions → different data domains
  - Objective of MDL:
    - Train predictive models to perform on data drawn from multiple domains
    - Learn domain-invariant feature representations

---


2. Preliminaries

- Multi-domain learning (MDL)
  - Modifications on a model architecture
    - e.g., residual adapter
  - Training and optimization process
    - e.g., Iterations of pretraining → fine-tuning

- Adversarial learning
  - Make a model unable to discriminate between domains

- Bayesian approach
  - Bayesian neural network (BNN)
    - Improved domain generalization ability
  - Uncertainty modeling
2. Preliminaries

- Mixture density network (MDN)
  - Inverse problem
    - A potential issue in tool wear prediction under multiple machining conditions
    - e.g., similar input signals $\rightarrow$ different tool wear degrees

- Modeling multimodal outputs
  - Probabilistic outputs $\rightarrow$ mixture distribution

- Diverse application areas
  - Pose estimation, autonomous vehicle
3. Proposed Method

- Multi-domain mixture density network ($MD^2N$)
  - Bayesian learning-based feature extractor
    - Learn domain-invariant representations
  - MDN-based predictor
    - Generate multimodal predictive distributions
  - Adversarial learning-based MDL
3. Proposed Method

• Bayesian domain-invariant feature extractor (BDIFE)
  • Using BNN to learn domain-invariant representations
    • As an ensemble of domain-specific representations
  • Bayesian convolution
    • Variational inference (VI)-based
    • Reparametrization trick
      \[ w = \mu + \rho \cdot \epsilon. \]
      \[ \epsilon \sim \mathcal{N}(0, I). \]
  • Training objective
    \[ L_{\text{VI}} = KL(q(w|\theta)||p(w)) - E_{q(w|\theta)}[\log(p(y|x, w))] \]
    \[ \approx \sum_{i=1}^{n_i} \log(q(w^{(i)}|\theta)) - \log(p(w^{(i)})) - \log(p(y|x, w^{(i)})). \]

• Squeeze-excitation (SE) block
3. Proposed Method

• MDN-based tool wear predictor
  • Using extracted features from BDIFE, perform tool wear prediction

• Outputs:
  • \( \{\pi_k, \mu_k, \sigma_k\}_{k=1}^K \) constitutes a mixture distribution (i.e., a predictive distribution)

• Additional techniques for MDN training
  • Activation function
    \[
    h(x) = \begin{cases} 
    x + 1, & \text{if } x > 0, \\
    \alpha \cdot (\exp(x) - 1), & \text{if } x \leq 0.
    \end{cases}
    \]
  • Regularization
    \[
    L_\pi = -\frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{K} (-\pi_k(x_i) \log(\pi_k(x_i))).
    \]
    \[
    L_\sigma = \frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{K} (\sigma_k(x_i))^2.
    \]
  • Inference:
    • Select the mixture component with the highest mixing coefficient \( \arg\max_k \pi_k \)
3. Proposed Method

- Auxiliary domain classifier
  - Adversarial learning approach to MDL
  - Gradient reversal layer (GRL)
    - Using features extracted from BDIFE, an auxiliary classifier trained in an adversarial manner

\[ L_{ADC} = -\frac{1}{N} \sum_{i=1}^{N} \sum_{d=1}^{D} t_d \log(p(t|x_i)_d). \]

- Final training objective of \( MD^2N \)
  - Training with standard backpropagation (in an end-to-end fashion)

\[ E_{w,\phi,\psi} = -\frac{1}{N} \sum_{i=1}^{N} \log \sum_{k=1}^{K} \pi_k(x_i) \mathcal{N}(\mathcal{N}(y|\mu_k(x_i), \sigma_k(x_i))) \\
+ \lambda_1 L_\pi + \lambda_2 L_\sigma + KL(q(w|\theta)||p(w)) \\
- \lambda_3 \cdot -\frac{1}{N} \sum_{i=1}^{N} \sum_{d=1}^{D} t_d \log(p(t|x_i)_d). \]
4. Experiments and Results

• Milling experiment
  • Setup
    • Work material: Ti-6Al-4V
    • 5-axis CNC machine

• Multiple machining conditions:
  • 8 different machining conditions
  • Wet and CryoMQL setting

<table>
<thead>
<tr>
<th>Experiment number</th>
<th>Setting</th>
<th>Cutting speed (m/min)</th>
<th>Feed (mm/tooth)</th>
<th>Axial depth (mm)</th>
<th>Radial depth (mm)</th>
<th>Material removal rate (mm³/min)</th>
<th>Number of pass</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Wet</td>
<td>60</td>
<td>0.6</td>
<td>1.0</td>
<td>18.0</td>
<td>1490.0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Wet</td>
<td>90</td>
<td>0.6</td>
<td>1.0</td>
<td>18.0</td>
<td>5000.0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Wet</td>
<td>60</td>
<td>0.8</td>
<td>1.0</td>
<td>18.0</td>
<td>5000.0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Wet</td>
<td>60</td>
<td>0.6</td>
<td>1.3</td>
<td>18.0</td>
<td>5383.0</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>CryoMQL</td>
<td>60</td>
<td>0.6</td>
<td>1.0</td>
<td>18.0</td>
<td>5400.0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>CryoMQL</td>
<td>80</td>
<td>0.6</td>
<td>1.0</td>
<td>18.0</td>
<td>5000.0</td>
<td>[15,19,14,20]</td>
</tr>
<tr>
<td>7</td>
<td>CryoMQL</td>
<td>90</td>
<td>0.8</td>
<td>1.0</td>
<td>18.0</td>
<td>5000.0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>CryoMQL</td>
<td>60</td>
<td>0.6</td>
<td>1.3</td>
<td>18.0</td>
<td>5383.0</td>
<td></td>
</tr>
</tbody>
</table>

• Data collection
  • Dynamometer (cutting force sensor)
  • 3-axes (x-, y-, z-)
4. Experiments and Results

- Variable description
  - Multivariate time-series (acceleration data)

<table>
<thead>
<tr>
<th>Number</th>
<th>Dataset 1</th>
<th>Dataset 2</th>
<th>Dataset 3</th>
<th>Dataset 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>81.0200</td>
<td>45.9964</td>
<td>64.7218</td>
<td>78.1679</td>
</tr>
<tr>
<td>SD</td>
<td>225.7979</td>
<td>112.8520</td>
<td>102.1324</td>
<td>292.5455</td>
</tr>
<tr>
<td>Max</td>
<td>2162.0500</td>
<td>1121.2200</td>
<td>711.6700</td>
<td>2129.0600</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number</th>
<th>Dataset 5</th>
<th>Dataset 6</th>
<th>Dataset 7</th>
<th>Dataset 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>80.9553</td>
<td>46.7010</td>
<td>38.4820</td>
<td>82.0692</td>
</tr>
<tr>
<td>SD</td>
<td>228.4259</td>
<td>123.2950</td>
<td>147.1813</td>
<td>231.9299</td>
</tr>
<tr>
<td>Max</td>
<td>2164.8000</td>
<td>1321.3200</td>
<td>698.0870</td>
<td>2107.2400</td>
</tr>
</tbody>
</table>
4. Experiments and Results

• Tool wear measurement

<table>
<thead>
<tr>
<th></th>
<th>Wet</th>
<th>CryoMQL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Pass</td>
<td><img src="image" alt="Image" /></td>
<td><img src="image" alt="Image" /></td>
</tr>
<tr>
<td>5 Pass</td>
<td><img src="image" alt="Image" /></td>
<td><img src="image" alt="Image" /></td>
</tr>
<tr>
<td>10 Pass</td>
<td><img src="image" alt="Image" /></td>
<td><img src="image" alt="Image" /></td>
</tr>
<tr>
<td>15 Pass</td>
<td><img src="image" alt="Image" /></td>
<td><img src="image" alt="Image" /></td>
</tr>
<tr>
<td>20 Pass</td>
<td><img src="image" alt="Image" /></td>
<td><img src="image" alt="Image" /></td>
</tr>
</tbody>
</table>

\[ VB = d(a + bT^c)^{-1}. \]

\[ P_{k+1} = P_k - (J_r^T J_r + \mu_k \text{diag}(J_r^T J_r))^{-1} J_r^T r(p_k), \quad k \geq 0 \]

\[ J_r(p) = \begin{bmatrix} \frac{\partial r_1(p)}{\partial p_1} & \cdots & \frac{\partial r_1(p)}{\partial p_m} \\ \vdots & \ddots & \vdots \\ \frac{\partial r_n(p)}{\partial p_1} & \cdots & \frac{\partial r_n(p)}{\partial p_m} \end{bmatrix} \]

\[ r(p) = \begin{bmatrix} r_1(p) \\ r_2(p) \\ \vdots \\ r_n(p) \end{bmatrix} = \begin{bmatrix} y_1 - f(x_1, p) \\ y_2 - f(x_2, p) \\ \vdots \\ y_n - f(x_n, p) \end{bmatrix} \]

• Tool wear calculation
  • For ground-truth tool wear degrees (between measurements)
4. Experiments and Results

• Model training details
  • Data preprocessing via standardization
  • Sliding window method
  • Dataset split (train : valid : test = 70% : 10% : 20%)
    • Five independent trials

• Evaluation metrics
  • Regression measures

\[
\begin{align*}
MAE &= \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i|, \\
RMSE &= \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2}, \\
MAPE &= \frac{100}{N} \sum_{i=1}^{N} \frac{|y_i - \hat{y}_i|}{|y_i|}.
\end{align*}
\]
5. Results

- Experimental results
  - Training set: data from all machining conditions
  - Test set: different conditions

<table>
<thead>
<tr>
<th>Test dataset</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.7139</td>
<td>3.7887</td>
<td>0.0374</td>
</tr>
<tr>
<td></td>
<td>(±0.4186)</td>
<td>(±0.3156)</td>
<td>(±0.0032)</td>
</tr>
<tr>
<td>2</td>
<td>2.6190</td>
<td>5.2913</td>
<td>0.0452</td>
</tr>
<tr>
<td></td>
<td>(±0.5090)</td>
<td>(±0.8235)</td>
<td>(±0.0103)</td>
</tr>
<tr>
<td>3</td>
<td>4.1183</td>
<td>6.5092</td>
<td>0.0512</td>
</tr>
<tr>
<td></td>
<td>(±0.5812)</td>
<td>(±0.7506)</td>
<td>(±0.0025)</td>
</tr>
<tr>
<td>4</td>
<td>4.4241</td>
<td>9.9750</td>
<td>0.0559</td>
</tr>
<tr>
<td></td>
<td>(±0.6486)</td>
<td>(±1.3586)</td>
<td>(±0.0079)</td>
</tr>
<tr>
<td>5</td>
<td>1.4735</td>
<td>3.8300</td>
<td>0.0237</td>
</tr>
<tr>
<td></td>
<td>(±0.3564)</td>
<td>(±0.6313)</td>
<td>(±0.0050)</td>
</tr>
<tr>
<td>6</td>
<td>1.8446</td>
<td>5.6408</td>
<td>0.0428</td>
</tr>
<tr>
<td></td>
<td>(±0.5028)</td>
<td>(±1.0257)</td>
<td>(±0.0115)</td>
</tr>
<tr>
<td>7</td>
<td>3.3007</td>
<td>6.1715</td>
<td>0.0402</td>
</tr>
<tr>
<td></td>
<td>(±0.7133)</td>
<td>(±1.4229)</td>
<td>(±0.0063)</td>
</tr>
<tr>
<td>8</td>
<td>1.2603</td>
<td>3.8236</td>
<td>0.0199</td>
</tr>
<tr>
<td></td>
<td>(±0.1647)</td>
<td>(±0.4435)</td>
<td>(±0.0027)</td>
</tr>
<tr>
<td>All (1~8)</td>
<td>2.1748</td>
<td>5.6422</td>
<td>0.0350</td>
</tr>
<tr>
<td></td>
<td>(±0.2655)</td>
<td>(±0.6205)</td>
<td>(±0.0041)</td>
</tr>
</tbody>
</table>
5. Results

- Performance comparison with existing data-driven methods
  - Compared with:
    - Support vector machine (SVR), random forest (RF)
    - CNN
    - Long short-term memory (LSTM), gated recurrent unit (GRU)

<table>
<thead>
<tr>
<th>Dataset Model</th>
<th>MAE ± std</th>
<th>RMSE ± std</th>
<th>MAPE ± std</th>
<th>MAE ± std</th>
<th>RMSE ± std</th>
<th>MAPE ± std</th>
<th>MAE ± std</th>
<th>RMSE ± std</th>
<th>MAPE ± std</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR</td>
<td>17.69 ± 0.0795</td>
<td>22.29 ± 0.0869</td>
<td>0.29 ± 0.0003</td>
<td>11.02 ± 0.0611</td>
<td>13.01 ± 0.0976</td>
<td>0.19 ± 0.0010</td>
<td>14.38 ± 0.0297</td>
<td>16.81 ± 0.0310</td>
<td>0.25 ± 0.0005</td>
</tr>
<tr>
<td>RF</td>
<td>11.08 ± 0.0344</td>
<td>16.32 ± 0.0381</td>
<td>0.19 ± 0.0005</td>
<td>7.15 ± 0.0211</td>
<td>10.29 ± 0.0281</td>
<td>0.12 ± 0.0004</td>
<td>9.65 ± 0.0269</td>
<td>13.29 ± 0.0318</td>
<td>0.16 ± 0.0002</td>
</tr>
<tr>
<td>LSTM</td>
<td>11.17 ± 0.0396</td>
<td>13.72 ± 0.1238</td>
<td>0.27 ± 0.0167</td>
<td>6.48 ± 0.1033</td>
<td>8.66 ± 0.1930</td>
<td>0.13 ± 0.0027</td>
<td>7.89 ± 0.1152</td>
<td>10.49 ± 0.0943</td>
<td>0.16 ± 0.0201</td>
</tr>
<tr>
<td>GRU</td>
<td>9.22 ± 0.0875</td>
<td>11.98 ± 0.6444</td>
<td>0.15 ± 0.0133</td>
<td>5.97 ± 0.5707</td>
<td>8.20 ± 0.5442</td>
<td>0.10 ± 0.0101</td>
<td>7.77 ± 0.9583</td>
<td>10.50 ± 0.9437</td>
<td>0.13 ± 0.0335</td>
</tr>
<tr>
<td>CNN</td>
<td>16.59 ± 0.0824</td>
<td>18.89 ± 0.0584</td>
<td>0.28 ± 0.0013</td>
<td>9.45 ± 0.0367</td>
<td>11.56 ± 0.0095</td>
<td>0.18 ± 0.0011</td>
<td>13.69 ± 0.0451</td>
<td>16.31 ± 0.0499</td>
<td>0.21 ± 0.0465</td>
</tr>
<tr>
<td>MD²N (proposed)</td>
<td>3.51 ± 0.0313</td>
<td>7.11 ± 0.5456</td>
<td>0.05 ± 0.0061</td>
<td>1.72 ± 0.7231</td>
<td>3.04 ± 0.6844</td>
<td>0.02 ± 0.0111</td>
<td>2.17 ± 0.2655</td>
<td>5.04 ± 0.6205</td>
<td>0.03 ± 0.0041</td>
</tr>
</tbody>
</table>

Note: MAE, RMSE, and MAPE stand for Mean Absolute Error, Root Mean Square Error, and Mean Absolute Percentage Error, respectively.
5. Results

(a) Dataset 1.

(b) Dataset 2.

(c) Dataset 3.

(d) Dataset 4.

(e) Dataset 5.

(f) Dataset 6.

(g) Dataset 7.

(h) Dataset 8.
5. Conclusion and Discussion

• Summary:
  • A tool wear prediction method (i.e., $MD^2N$) that performs under multiple machining conditions

• Main points:
  • Multi-domain learning
    • Bayesian learning-based feature extraction
    • Adversarial learning approach with gradient reversal
  • Multimodal output
    • Mixture density network for probabilistic prediction
    • Solution to potential inverse problems
5. Conclusion and Discussion

• Future works
  • Increase data heterogeneity
    • More diverse machining conditions
    • Different work materials
  • Advanced modeling techniques
    • Recent approaches in related fields of MDL
      • e.g., domain generalization, transfer learning, etc.
  • Maintenance scheduling
Thank you for listening!
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