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• Abstract:
• Monitoring and estimating the remaining useful life (RUL) of industrial machinery are important tasks in the
field of prognostics and health management (PHM). Based on current health status and real-time sensor
measurements, RUL is estimated to provide time left for potential failures so that repair and replacement can be
planned in advance to improve the productivity and efficiency of machinery operations. Considering the nature
of machinery operation time, there exists a data imbalance problem in the existing RUL estimation dataset,
such as the C-MAPSS dataset. As the data imbalance problem can have detrimental effects on the performance
of RUL estimation methods, this research addresses the problem by proposing an adaptive reweighting
technique that rebalances the effects of samples with different ground-truth RULs. In addition, this research
proposes a novel estimation method that uses a transformer architecture, which is effective in the C-MAPSS
dataset. For subsets FD001 and FD003, the proposed method shows the state-of-the-art estimation performance
with the highest RMSE and score values of 11.39, 194.08, and 11.29, 144.02, respectively.

• Keywords:
• Industrial Applications, Prognostics and Health Management, Remaining Useful Life Estimation, Deep
Learning
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• Prognostics and health management (PHM)
• Industrial machinery, electronics
• Automated maintenance
• Increased efficiency, cost saving

• Remaining useful life (RUL) estimation
• Accurate prediction of remaining life cycles
• Key aspects:

• Using raw measurements from multiple sensors
• Feature selection
• Feature extraction, fusion

Introduction

Figure from Tsui et al. (2015)
Figure from: https://kr.mathworks.com/company/newsletters/articles/three-ways-to-estimate-remaining-useful-life-for-predictive-maintenance.html
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• Existing RUL estimation approaches
• Physical model-based approaches

• Domain expertise, human error effects, complexity of parameter modeling
• Data-driven approaches

• Information from sensor measurements
• Statistical model-based approachesàMachine learning (ML) & deep learning (DL) applications

• Benchmark dataset: commercial modular aero-propulsion system simulation (C-MAPSS)
• NASA’s Ames Research Center

Introduction

5



• Conventional RUL estimation approaches
• Physical model-based approaches
• Stochastic process-based approaches

• Particle filter (PF), Kalman filter (KF)

• ML-based approaches
• Feature extraction (e.g., Wavelet transform)à supervised prediction models (e.g., SVM)

• DL-based approaches
• Multivariate time seriesà supervised regression problems
• High expressive power

• RNN-based approaches
• LSTM, GRU, Bidirectional, etc.

• CNN-based approaches
• 1D, 2D, multi-scale, residual, etc.

• Transformer-based approaches
• Not quite studied yet

• Hybrid DL-based approaches
• Multiple models/techniques used in a hybrid manner

Existing Works
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• Existing problems of RUL estimation
• Complex input data from sensor measurements

• Multivariate time-series data

• Unique data imbalance
• Not quite studied yet
• Most of data collected during normal operation time (i.e., before onset of degradation)
• #sample of maximum RUL >> others (i.e., #sample of smaller RULs)

Proposed Method
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• Transformer-based estimation model

• Transformer
• Based on architecture proposed in Vaswani et al. (2017)
• Short-, long-term dependencies & high expressive power
• An encoder architecture is mainly employed

• Proposed model
• 1) embedding layers

• positional embeddingà Time2Vec encoding

• 2) feature extraction layers
• 3) prediction layers

Proposed Method
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• Proposed model
• 1) embedding layers
• 2) feature extraction layers

• Multi-head attention blocks
• Residual connection, layer normalization

• 3) prediction layers
• Two FC layers
• Feature representationà final RUL prediction

Proposed Method
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• Adaptive RUL-wise reweighting

• To tackle unique data imbalance problems
• Prone to overfitting to data w/ maximum & higher RUL
• Related to: long-tailed recognition, imbalance
• Possible strategies: under/over-sampling, augmentation, etc.

• Sample-wise reweighting + Rebalancing
• Prevent from overfitting majority samples (w/ higher RULs)

• Adaptively arranging weights by RULs
• During training, every step (e.g., epoch)

• RUL follows a continuous distribution
• c.f., image classification (every independent class)
• Kernel smoothingà maintain continuity of target (RUL)

Proposed Method
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• Adaptive RUL-wise reweighting

Proposed Method
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• Overview of the proposed RUL estimation method

Proposed Method
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• RUL estimation benchmark dataset: C-MAPSS
• 21 sensor measurements

• 4 subsets (FD001, FD002, FD003, FD004)

Experiments
• Data preprocessing

• Piecewise linear RUL transformation (max=125)

• Sliding-window preprocessing
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• Evaluation metrics
• Root mean squared error (RMSE)

• Score function (Saxena et al., 2008)

• Implementation
• Loss function: mean squared error (MSE)
• Optimizer: Adam
• Regularization & more: early stopping, layer normalization, He initialization

Experiments
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• Transformer-based estimation model
• Various configurations of hyperparameters

• #attention block (𝑁), #head (ℎ), #dimensionality of feed-forward layers (𝑑!!), #dimensionality of key (𝑑")

Results and Discussion
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• Adaptive RUL-wise reweighting (ARR)
• Using the best configurations, warm-up epochs=50

Results and Discussion

• Various warm-up epochs (10, 50, 100)
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• Comparison with existing methods in the literature

Results and Discussion
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• Importance of RUL estimation in the PHM domain
• Increasing complexity of the problem

• Proposed method
• 1) Transformer-based estimation model
• 2) Adaptive RUL-wise reweighting (ARR) technique

• Effectiveness of the proposed method
• Comparable estimation performance of the transformer-based model
• Improved performance when using ARR

• Future works
• Uncertainty quantification
• Active learning + manufacturing/industrial machinery
• DL-based anomaly detection

Conclusion and Future Works

18



• Tsui, Kwok L., Nan Chen, Qiang Zhou, Yizhen Hai, and Wenbin Wang. "Prognostics and health management: A review on data dri
ven approaches." Mathematical Problems in Engineering 2015 (2015).

• Vaswani, Ashish, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Łukasz Kaiser, and Illia Polosukhin.
"Attention is all you need." Advances in neural information processing systems 30 (2017).

• Saxena, Abhinav, Kai Goebel, Don Simon, and Neil Eklund. "Damage propagation modeling for aircraft engine run-to-failure
simulation." In 2008 international conference on prognostics and health management, pp. 1-9. IEEE, 2008.

References

19



Industrial Intelligence Laboratory (IIL)
Gyeongho Kim

Contact: kkh0608@unist.ac.kr

20

• This work was supported by the National Research Foundation of Korea (NRF) Grant through the Korea Government (MSIT)
under Grant 2021R1F1A1046416.

https://orcid.org/0000-0001-7486-8628

