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Introduction

• Applications of deep learning in manufacturing processes

– No need of handcrafted feature extraction

– Frequent tasks: quality prediction, anomaly detection, prognostics and health management (PHM), etc.

– Applications: molding, additive manufacturing, joining, machining, etc.

• Limitations

– Require large-scale labeled data

• Labels: faultiness, quality level, anomalous score, etc.

• Generating annotations: high cost, time, and domain expertise

– Relatively abundant unlabeled data

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. 2021R1F1A1046416).



Introduction

• Semi-supervised Learning (SSL)

– Train models with both labeled and unlabeled data

– Enhanced performance compared to solely supervised learning

• Quality prediction with deep neural networks

– Predict quality levels (e.g., low, medium, high levels) of a product

– Levels of quality with ordinality (c.f., classification, fault detection)

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. 2021R1F1A1046416).



Introduction
- A case study with real-world data from a manufacturing process of UV lamps

• An UV lamp is used for Ballast Water Treatment Systems.
• An UV lamp is an eco-friendly lamp for purifying ballast water.
• Expected useful life is associated with qualities

– > 1000 hours for best quality products

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. 2021R1F1A1046416).

https://engineeringatsea.skf.com/battle-of-the-ballast/

- Abundant unlabeled data
- Difficulty in product quality inspection
- More insightful analysis required than 

conventional anomaly detection

“A quality level prediction framework with 
semi-supervised learning and ordinal classification for UV lamps is proposed”
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§ Applications for solving real-world problems in a manufacturing domain

• Deep neural networks

• CNN-based fault diagnosis1
• Sparse deep stacking network-based fault detection2

• MLP-based fault classification3

• Semi-supervised learning
• SSL-based fault diagnosis4

• SSL-based quality control5
• CNN-based fault classification6
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§ Ordinal classification

• Naïve approaches

• Using standard regression or classification scheme

• K-1 formulation

• Soft ordinal vector (SORD)

- Able to use conventional classification models

- Semi-supervised learning approaches can be applied



Proposed quality level prediction model

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. 2021R1F1A1046416).

Render original label vectors into SORD vectorsStep 1

Train the DNN prediction model on
labeled samples with the rendered targets

Step 2

Generate pseudo-labels for Xu and
compute prediction confidences using ordinal entropy

Step 3

Compute unlabeled losses only with
highly confidently predicted unlabeled samples

Step 4

Train the model using both labeled and unlabeled lossesStep 5



Proposed quality level prediction model

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. 2021R1F1A1046416).

- Utilize SORD as a method for taking label ordinality into the model training. 

- Following the original SORD formulation with an L1-norm, as a distance function 𝜙, the  

original target vectors are transformed into SORDs, where original targets 𝑌 = {𝑦!,

𝑦", 𝑦#, … , 𝑦$%!, 𝑦$} .

Step 1 Render original label vectors into SORD vectors



Proposed quality level prediction model

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. 2021R1F1A1046416).

Step 2 Train the DNN prediction model on labeled samples with the rendered targets

- Utilize the standard DNN type, known as a multi-layer perceptron (MLP) for the 

prediction model.

- Employ temperature scaling for mitigating the overconfidence issue of the DNN model 

on the final outputs of the prediction model. 

- Temperature scaling uses a scalar parameter T for all classes in order to calibrate the 

model predictions. 



Proposed quality level prediction model

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. 2021R1F1A1046416).

Step 3 Generate pseudo-labels for Xu and compute prediction confidences using ordinal entropy

- Generate pseudo-labels for unlabeled samples.

- In semi-supervised learning, self-training with entropy minimization is employed in this 

framework.

- To reflect the inherent ordinality of the label, the ‘ordinal entropy’ is proposed



Proposed quality level prediction model

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. 2021R1F1A1046416).

Step 4 Compute unlabeled losses only with highly confidently predicted unlabeled samples

Step 5 Train the model using both labeled and unlabeled losses

- During the training framework, the cross-entropy loss for labeled samples Ll and

selected unlabeled samples Lu constitutes total loss data.



A description of data variable

Experiments

Data: Real-world data collected during the UV lamp manufacturing process
• The number of labeled instances: 6,203
• The number of unlabeled instances: 27,492 
• Types of the faults: 1) Cracks , 2) Sidelines
• The labels are divided into 4 classes:

0 for the item of the best quality without any faults,
1 for the item with a single minor fault,
2 for the item with middle-level faults,
3 for the item with major faults that must be disposed

Experimental setup:
• Kolmogorov–Smirnov (KS) test for labeled and unlabeled data
• dropout and batch-normalization
• with SGD and ADAM optimizer

Evaluation criteria:
• precision, recall, accuracy, F1 score, and MAE

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. 2021R1F1A1046416).

Types of the defects (a) cracks, (b) sidelines



Results
Compare the performance of the prediction model

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. 2021R1F1A1046416).

• The backbone model (DNN) outperforms with SORD-based rendering 



Results
Compare the performance to find best configuration of the framework

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. 2021R1F1A1046416).

Effects of SORD prediction performances F1 score comparison of confidence measures used



Results
Compare the performance to find best configuration of the framework

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. 2021R1F1A1046416).

Effects of temperature T on prediction performances

• When T=0.5, it shows the highest precision.
• When T=0.2, it shows the most effective in terms of recall.



Results
With real-world data from the UV lamp manufacturing process, various experiments have been conducted to find the best 

configuration of the framework with the proof as follows:

• Our backbone model (DNN) outperforms the conventional supervised machine learning algorithms.

• Given the improvement in performance with SORD-based rendering, it is efficacy to reflect inherent ordinality.

• The experiment conducted with unlabeled data shows better performance than supervised learning methods.

• When p=10% and ordinal entropy are used, it shows the best performance in semi-supervised learning.

• Through the diverse experiments based on T, it is represented that T=0.5 has shown the best precision and T=0.2 has 

shown to be the most effective in terms of recall and F1 score.

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. 2021R1F1A1046416).



Conclusions and future works

The contributions of this research
• Abundant unlabeled data are utilized in a SSL framework.

• The ordinality of the labels is taken into account via application of a label rendering method and a novel information measure for 

confidence computation.

• A variety of configurations of the proposed framework is validated with extensive experiments using real-world manufacturing data.

Future works
• Application of the proposed framework in other type of data

- to predict the lifespan of UV lamps

• Manufacturing process parameter optimization

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. 2021R1F1A1046416).
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Compare the effects of temperature scaling on prediction performance
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Performance comparisons of ablation experiments of the proposed semi-supervised method


